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Abstract:

In this work, we applied the Travelling Salesman Problem Technique is to optimize the shortest route for visiting different tourist
places in Berhampur city of Odisha in India with minimum transportation cost. The tourist knows the distance (cost) between every
pair of tourist places of a city. The problem is to select a possible route that begins from the starting point (tourist place) of a city and
passes through each place only once and return to the starting point by using the shortest possible distance. Suppose n tourist places
are there in a city then (n-1)! routes are possible. At present, the best option to solve such types of problems is by using assignment
techniques. Here, we have to focus optimum route (path) where the total distance or cost is minimum. In this problem, the tourist
started from Gopalpur Beach and ended at Rambha Chilika point by passing through all tourist places once. Therefore, the tourist
uses different techniques of Travelling Salesman Problem (TSP) solving methods to solve this problem. The methods used are Branch
& Bound (Penalty) Method, Diagonal Completion Method and Nearest Neighbor method, to find the initial feasible solution (IFS).
From this case study, it is found that the minimum transportation cost achieved is 166 Km for Branch & Bound (Penalty) Method as
compared to other methods.

Keywords: Tourist Service, Optimum route, Assignment problem, Branch & Bound Method, Diagonal Completion Method, Nearest Neighbor
Method.

1. INTRODUCTION of Berhampur with a minimum travelling cost. If the tourist
is to visit only two places (P&Q), so the number of possible
routes is (P—Q—P), and there is only one choice i.c. (2-1)!
If the number of places is 3 (P, Q, and R) of which its starting
point is P, there are two possible routes i.e.(3-1)! (P—Q—R
and P—R—Q). Similarly, if there are four places, the number
of possible routes is 6 i.e. (4-1)! (P-Q—R—S, P>Q—S—R,
P—»R—Q—-S, P»R—Q—S, PoR—S—Q, P>S—Q—R and
P—S—R—Q). If this process continues in this manner the
tourist will have a total of (n-1)! possibly round trips starting
from a given nth place. Suppose a tourist has to visit all the
places, the initial feasible solution remains different for the
selection of the starting point. Here, we have to focus to find the
best route without trying each one, but unfortunately, there is
no analytical method, which can give the best result. However,
a few computational methods are suggested to solve this type

Odisha in India is known for its famous and beautiful tourist
places. So, one such city is Berhampur in Odisha which has
huge attractions for tourists (Brahmapur, (2021)). The city is
known as the silk city in Odisha because of the famous Pata
Sarees. It is nearly 165 Km from Bhubaneswar, the capital
city of Odisha. It is well known for its long coastal line which
attracts tourists much. So, many such beaches are there such
as Gopalpur, Arjiapalli, and Sonepur beach. It has also many
beautiful lakes such as Tampara lake and Chilika lake. It has
also famous temples such as Tara Tarini and Siddha Bhairavi.
It is also famous for tourist parks such as Ramalingeswar park
and Biju Patnaik Park. Further, it has many fort attractions,
one such fort is Potagarh fort. As per our knowledge, these
are some tourist places mentioned in our problem as a case
study. However, many such other places are also there which

. . . f lem.
has much more tourist attractions. Lastly, it’s may need of problem
to say Berhampur is the best among all. These are the main The major areas of research done in this paper are mentioned
reasons tourists may attract to the city to travel all the places as follows:
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1. In this paper, we have taken a case study of how a tourist
visits the number of Tourist Places in Berhampur city with
a minimum cost of transportation using different travelling
salesman problem-solving methods.

2. In this problem, the tourist started from Gopalpur Beach and
ended at Rambha Chilika point by passing through all tourist
places once only. The methods used to solve this problem are
Branch & Bound (Penalty) Method, Diagonal Completion
Method and Nearest Neighbor method, to find an IFS.

3. To solve the above problem, 10 tourist places of Berhampur
city are considered. From this case study, it is found that the
minimum transportation cost achieved is 166 Km for Branch
& Bound (Penalty) Method as compared to other methods.

The paper is managed as follows. In Section 2, Travelling
Salesman related works are presented. In Section 3, the
methodology is presented. Section 4 presents the Results and
Discussion. In Section 5, we concluded the work.

2. RELATED WORKS

Travelling Salesman Problem is essentially a vehicle routing
problem. In such a problem salesman wants to determine the
route (tour) that yields minimum distance travelled subject to
the constraints that of the n given cities, each city is visited
once and this way the tourist return to the city he started from.
Travelling salesman problem is a special kind of Assignment
problem. Basically, the tourist service problem aims at
maximizing profit by minimizing cost. The author in a work
describes the TSP problem in ex-urban mass transit (Gaffi et
al. (1999)). In another work, the authors solved the problem
by linear programming by using TSP with more than several
hundred cities; over the years (Applegate et al. (2011)). In
another work, the authors studied the application of Genetic
Algorithms, Neural networks etc. with the application of
evolutionary algorithms to solve the TSP problem (Davendra
(2010)). In another work, the authors formulate a method for
employees for doing high-quality work for high job satisfaction
who are desirous of higher-order need satisfaction tends to
have high motivation (E. Lawler et al. (2011)). In another
work, the authors studied the results indicating that the power
of a particular hierarchical clustering procedure is a function
of the type of partitions (Hubert L. J. et al. (1978)). In another
work, the authors describe the public transport crew costs
using TSP (Patrikalakis et al. (1992)). In another work, the
authors describe the use of route planning methods including
TSP (Sharma (2016)). In another work, the authors classify the
satisfaction of the branching and the calculation of the lower
bounds in solving assignment problems (J. Little et al. (2016)).
In another work, the authors studied optimally designed routes
through integrating vehicle scheduling problems sequentially
(Jelokhani-Niaraki et al. (2021)). In another work, the authors
proposed an algorithm for vehicle and crew scheduling (Friberg
et al. (1999)). In another work, the authors describe the basic
methodology of arc routing by discussing generic arc routing
models and their solution techniques are discussed (L. Golden
et al. (1986)). In another work, the authors studied the vehicle
routing and scheduling problem (M. M. Solomon (1987)). In

another work, the authors studied dynamic programming (M.
Hayes et al. (1984)). In another work, the authors studied
new heuristics in TSP (Nuriyeva, F et al. (2012)). In another
work, the authors studied vehicle capacity and travel time of
a city such as travelled limitations and a penalty for delivering
passengers (Ntakolia et al. (2021)). In another work, the authors
solve the technique using point to point new direction in the
field of man-machine interaction and the field of Artificial
Intelligence (P. Krolak et al. (1971)). R. In another work,
the authors considered a problem of the vehicle and crew
scheduling as compared within a sequential manner (Freling
et al. (1994 & 2001)).In another work, the authors describe
for every TSP problem a short description is given along with
known lower and upper bounds (Reinelt (1994)). In another
work, the authors make a decision problem in management
science (Srinivas, B. et al. (2015)). In another work, the authors
provides a branch-and-bound for getting optimum solutions to
all travelling-salesman problems, ranging in size up to sixty-
four cities (Lin and Kernighan (1973)). In another work, the
authors developed a flexible ridesharing system to minimize
travel costs while visiting some paths to satisfy a pre-established
quota (Silva et al. (2020)). In another work, the authors applied
the timetableing problem to an Educational Institution adopted
in a tertiary institution (Mallick et al. (2021)). In another work,
the authors derive a generalized model for crew members
to solve the crew assignment problems, which determines
coverage of all buses at a minimal cost (Mallick et al. (2021)).
In a work, the authors maximizes the net profit for TSP using
metaheristic algorithms (Isik et al. (2023)). In another work the
authors optimizes the TSP for tour package routes in Langkat
using cheapest insertion heuristic algorithm (Syahputra et al.
(2023)). These are some of the works in TSP for optimization
of routes and maximizing the profit.

3. METHODOLOGY

We use different methods to solve Tourist Travelling Problem
using different Travelling Salesman Problem-solving methods
to find the minimum distance from a given starting point are
as follows (Devendra (2010), Lawer et al. (2011), Hubert at al.
(1978), Patrikalakis et al. (1992), Sharma et al. (2016), & Little
et al. (2016)):

1. Diagonal Completion Method
2. Branch and Bound (Penalty method)
3. Nearest Neighbor Method

3.1 Mathematical Form of Travelling Salesman Problem

If Cij is the cost of moving from place i to j and X be the
minimum travelling time i.e. X=1 if the tourist goes directly
from place i to place j, and 0 otherwise, then the problem is to
find X which minimizes.

Xjj which minimizes.

Z=yn i 1 CXij (1)
Subjectto Y7, Xij = 1 2)

=Xy =1 3)
and X;;=0 or 1 where i=1,2,........ 0 j=1,2,-------m- n

With two additional constraints as shown in eq. (2) and eq.
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(3), that no places will be visited again before the tour of all
places. It is necessary to complete the route by reaching a place
once, and not possible to move to the same places again, which
means C =oo. Thus the travelling salesman problem or the
multiple product production problems can be put in the form of
an assignment problem, which can be shown below in Table 1.

Table 1: Mathematical formulation of Travelling Salesman

problem.
® C]? CH CWn
C’?I © CI’7 Cl’?
CI’) C’)’) ® C?n
Cn, Cn, C. 0

Given the above, the assignment problem can be solved and one
may hope that the solution satisfies the additional restriction
also.

3.2 Diagonal Completion Method

To find IFS for tourist problems using the diagonal completion
method is an integral part of the travelling salesman problem.
By using this method by applying matrix reduction getting
zero elements by assigning zeros that fall on the diagonal of
a reduced matrix; and a link selected by choosing the starting
point of the initial tour. The method is presented below:

Step 1. Consider the cost matrix, given in Table 2. For getting
at least one zero in each row and column, by using reduction
of a matrix

Step 2. Subtract the minimum element in every row for row
reduction from each element in a row and repeat the same
procedure for each row (i=L,..., 10), and similarly in column j
G=1,...,10). By using the Hungarian method of assignment
problem for getting matrix reduction, that is the first level of
the reduced matrix as per diagonal completion algorithm.

Step 3. Calculate the penalty of all 0’s from the above-reduced
matrix, after row& column reduction by addition of smallest
element in each row & column of corresponding 0’s. For the
fulfilment of minimum criteria, the smallest element is chosen
in rows and columns.

Step 4. A single link or links can take care of a partial tour.

Step 5. The largest penalty is calculated accordingly in order
so that the largest value in the link is considered as the starting
link of the modified tour. After selecting starting link, every
other link is taken in such a way that considers all M elements
to be present on the diagonal. Ignore the cost elements in
the matrix that are not on the diagonal and the submatrix is
calculated like this.

Step 6. Every elements on the diagonal become zero by using
starting elements then the initial feasible tour is achieved. One
none zero elements is only present in diagonal.

3.3.1 Branch and Bound (penalty) Method
The Branch & Bound Technique is a recently developed

technique to deal with combinatorial problems. This technique
involves a systematic search of all feasible solutions. In this
method, by using assignment problem-solving techniques, it
becomes an additional restriction of choosing starting point
from a particular place, visiting each place once then coming
back to the starting point. Because of this fact, the travelling
salesman problem so obtained provides a lower bound. If
at least one sub tour (if the tourist visits a certain place and
returns to that place later) exists in the solution then we have
to adopt the procedure stated in the below steps.

If the solution to the travelling salesman problem have no
constraints (i.e. there happens to sub tour(s) in the solution)
then select a sub tour and let k be the number of arcs (links)
in the selected sub tour W.L. Eastman selects the sub tour
with the smallest number of arcs]. Then make a branch into
k-subproblems. For instance, if the subtour is P>Q—R—P
then subproblem-1, let D*(P—Q)=w, for subprobiem-2,
D*(Q—R)=00 and for subprobiem-3, D*(C—A)=o0 and so on.

3.4 Nearest Neighbour Method

The nearest neighbour (NN) method for solving a travelling
salesman tour is as follows:

The algorithm generates the optimal path to visit all the routes
exactly once and return to the starting route. The procedure is
the same for all the routes.

Step-1: Calculate a route randomly as starting route in which a
tourist wants to visit.

Step-2: Determine the nearest route that connects the current
route and mark the route which is not visited.

Step-3: Set the new route as the current route.

Step-4: Find out the previous current route which is already
been visited.

Step-5: If once all the routes are visited, then stop.
Step-6: Go to step-2.

RESULTS AND DISCUSSION

As already discussed earlier, the assignment problem relates
to concerning the distribution of various tourist places in
Berhampur, a tourist wants to visit each place only once with
minimal cost. To study the effectiveness of this cost-minimizing
problem we have solved this using a case study by taking 10
tourist places. The problem is discussed below and the results
are computed with the Atozmath calculator (Atozmath, (2021)).

Problem: A tourist wants to visit 10 different tourist
places in Berhampur such as Gopalpur Beach, Tara Tarini
Temple, Tampara Lake, Bhairavi Temple, Biju Patnaik Park,
Ramalingeswar Park, Aryapalli Beach, Potagarh Fort,
Sonepur Beach, and Rambha Chilika and we denote these
tourist places in this problem as 4, B, C, D, E, F, G, H, I, and
J respectively. The distance in Kms between the 10 places are
taken from Google map (Google Map, (2021)) and the distance
matrix is represented in Table 2. If the tourist starts from place
A and returns to the same place A, then the tourist should select
which route so that the total distance travelled is minimum.
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Table 2: Distance Matrix of Tourist place in Berhampur (in Km).

Gopalpur Tara Tampara| Bhairavi Biju Ramalingeswar | Aryapalli| Potagarh| Sonepur| Rambha
Beach Tarini Lake Temple Patnaik Park Beach Fort Beach | Chilika
Temple Park

Gopalpur Beach 0 38 26 29 17 18 14 26 41 40
Tara Tarini 38 o0 37 48 31 32 44 42 59 36
Temple
Tampara Lake 26 37 ) 37 25 26 9 11 49 25
Bhairavi Temple 29 48 37 0 18 19 41 45 11 59
Biju Patnaik 18 31 25 18 0 1 25 33 30 47
Park
Ramalingeswar 17 31 25 18 1 0 26 34 31 48
Park
Aryapalli Beach 14 44 9 41 30 26 0 17 50 31
Potagarh Fort 26 42 11 45 33 34 17 o0 58 16
Sonepur Beach 41 59 49 11 30 31 50 58 o0 71
Rambha Chilika 40 36 25 59 47 48 31 16 71 0

4.1 Solution using Diagonal Completion Method
In the given problem (Table 2) represents a balanced assignment problem.is shown in Table 3.

Table 3: Modifying Tables.

A B C D E F G H 1 J . Row
minimum
A M 38 26 29 17 18 14 26 41 40 (14)
B 38 M 37 48 31 32 44 42 59 36 31)
C 26 37 M 37 25 26 9 11 49 25 9)
D 29 48 37 M 18 19 41 45 11 59 (1)
E 18 31 25 18 M 1 25 33 30 47 (1)
F 17 31 25 18 1 M 26 34 31 48 (@)
G 14 44 9 41 30 26 M 17 50 31 )
H 26 42 11 45 33 34 17 M 58 16 (11)
1 41 59 49 11 30 31 50 58 M 17 1
J 40 36 25 59 47 48 31 16 71 M (16)
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Stepl: In Table 3 row minimum is calculated (Subtract the minimum element in each row from all the elements of that row).

Table 4: Calculating Row Minimum.

! B C D E F G H I J

A M 24 12 15 3 4 0 12 27 26
B 7 M 6 17 0 1 13 11 28 5
C 17 28 M 28 16 17 0 2 40 16
D 18 37 26 M 7 8 30 34 0 48
E 17 30 24 17 M 0 24 32 29 46
F 16 30 24 17 0 M 25 33 30 47
G 5 35 0 32 21 17 M 8 41 2
H 15 31 0 34 22 23 6 M 47 5
I 30 48 38 0 19 20 39 47 M 6
J 24 20 9 43 31 32 15 0 55 M
rﬁiﬁ?& 5 20 0 0 0 0 0 0 0 5

Step-2: In Table 4, column minimum is calculated (Subtract the minimum element in each column from all the elements of that
column).

Table 5: Calculating Column Minimum.

A B C D E F G H 1 J
A M 4 12 15 3 4 0 12 27 21
B 2 M 6 17 0 1 13 11 28 0
C 12 8 M 28 16 17 0 2 40 11
D 13 17 26 M 7 8 30 34 0 43
E 12 10 24 17 M 0 24 32 29 41
F 11 10 24 17 0 M 25 33 30 42
G 0 15 0 32 21 17 M 8 41 17
H 10 11 0 34 22 23 6 M 47 0
I 25 28 38 0 19 20 39 47 M 1
J 19 0 9 43 31 32 15 0 55 M

Step-3: Calculate the penalty of all 0’s from the above-reduced matrix, after row& column reduction by addition of smallest element
in each row & column of corresponding 0’s. For example, in row-1 the smallest elements of row and column of 0 are 3 and 0
respectively. So we have 3+0=3, in row-4 by calculating penalty by choosing minimum element in that row and column are 7 and 27
respectively i.e. the penalty, in that case, is (27+7=34) and all other penalties of all 0’s are calculated similarly as shown in Table 6.
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Table 6: Penalty of all 0’s.

A B C D E F G H 1 J
A M 4 12 15 3 4 0(3) 12 27 21
B 2 M 6 17 0(0) 1 13 11 28 0(0)
C 12 8 M 28 16 17 0(2) 2 40 11
D 13 17 26 M 7 8 30 34 0(34) 43
E 12 10 24 17 M 0(11) 24 32 29 41
F 11 10 24 17 0(10) M 25 33 30 42
G 0(2) 15 0(0) 32 21 17 M 8 41 17
H 10 11 0(0) 34 22 23 6 M 47 0(0)
I 25 28 38 0(16) 19 20 39 47 M 1
J 19 0(4) 9 43 31 32 15 0(2) 55 M
Step-4: List the penalties of all cell Step-1: Find the smallest element in every column and then
values P(i,) in descending order by value. subtract that element from every column. Hence, the first

P(D,1)=34,P(1,D)=16,P(E,F)=11,P(F,E)=10,P(J,B)=4,P(A,G)
=3,P(C,G)=2,P(G,A)=2,P(J,H)=2,P(B,E)=0,P(B,])=0,P(G,C)
=0,P(H,C)=0,P(H,J)=0

Step-5: The largest penalty is calculated accordingly in order
so that the largest value in the link is considered as the starting
link of the modified tour [ i.e. link (D, I) in the problem]. Once
the starting link is chosen, every other link is considered for
inclusion in the partial tour. Thus, link (D, I) is to be deducted
because it would create a sub tour: D-I. The links (D,I),(E,F),
(J,B),(A,G),(B.E),(G,C),(H,J) are selected for the partial tour.
Step-6: Feasible partial tour contains the following
chains, D—I, H—J—->B—E—F, A—-G—-C
(ID),(F,E),(C,G) ,(G,A),(J,H),(B,J),(H,C) cannot be selected.

Table 7: The new submatrix of the partial tour
(Row minimum).

D H A Row minimum
I M 58 41 41
F 18 M 17 17
C 37 11 M 11

Step-7: In Table 7, find the minimum element in every row
and then subtract that element from every row. Hence, the first
reduced cost matrix is generated where each row has exactly
one zero. Repeat from step-1 to step-7.

Table 8: Calculating Column Minimum.

D H A

I 17 0

F 1 M 0

C 26 0 M
i ! 0 0

reduced cost matrix is generated where each column has exactly
one zero. After Column Reduction Calculation of penalty of all
0’s

Step-2: Calculate the penalty of all 0’s from the above-reduced
matrix, after row& column reduction by addition of smallest
element in each row & column of corresponding 0’s.

Step-3: List the penalties for all cells
P(ij) in descending order by value.
P(C,H)=42,P(F,D)=25,P(1,A)=17,P(F,A)=0

Step-4: The links (C,H),(F,D),(I,A) are chosen for entry
into feasible partial tour. (F, A) cannot be selected, because
arising of prohibited sub tours due to the closing links.
Step-5: Feasible Partial tour contains the following chains.

D»I—-A--G—-»>C—->H—->J—>B—>E—->F-—>D.

So our final path is D-»[-A—-G—-C—-H—J->B—E—-F—-D,
and total distance travelled is 11 +41 +14+9+ 11 + 16 + 36
+31+1+ 18 =188 kms.

Figure 1. Distance of 188 Km traversed by the tourist
through different tourist points of Berhampur city using
the diagonal method.

=4—Distance

DISTANCE (KM)
—_ g w —
o o o o

o

C H ]
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4.2 Solution of Branch and bound (penalty) method

Inthe given problem (Table 2) is a balanced assignment problem.
Thenumberofrows=10and Columns=10.InTable-3.So, therow
minimum will be 114 (14+31+9+11+1+1+9+11+11+16=114)
ie. Sum of row minimum gives us a lower bound.
Step-1: Find the smallest element in every row and then
subtract that element from each row. Hence, the first reduced
cost matrix is generated where each row has exactly one zero
(Table-3).

Step-2: In Table-4, Calculating Column Minimum So, column
minimum will be 30 (5+20+0+0+0+0+0+0+0+5
=30).

We get the lower bound=114+30=144. After that, the column
minimum is calculated (Subtract the smallest element in each
column from all the elements of that column). Then Column
Reduction is done and presented in Table 9.

Table 9: After Column Reduction.

A B C D E F G H 1 J
A M 4 12 15 3 4 12 27 21
B 2 M 6 17 0 1 13 11 28 0
C 12 8 M 28 16 17 0 2 40 11
D 13 17 26 M 7 8 30 34 0 43
E 12 10 24 17 M 0 24 32 29 41
F 11 10 24 17 0 M 25 33 30 42
G 0 15 0 32 21 17 M 8 41 17
H 10 11 0 34 22 23 6 M 47 0
I 25 28 38 0 19 20 39 47 M 1
J 19 0 9 43 31 32 15 0 55 M
Table 10: Penalty of all 0’s.
A B C D E F G H I J
A M 4 12 15 3 4 0(3) 12 27 21
B 2 M 6 17 0(0) 1 13 11 28 0(0)
C 12 8 M 28 16 17 0(2) 2 40 11
D 13 17 26 M 7 8 30 34 0(34) 43
E 12 10 24 17 M 0(11) 24 32 29 41
F 11 10 24 17 0(10) M 25 33 30 42
G 0(2) 15 0(0) 32 21 17 M 8 41 17
H 10 11 0(0) 34 22 23 6 M 47 0(0)
1 25 28 38 0(16) 19 20 39 47 M 1
J 19 0(4) 9 43 31 32 15 0(2) 55 M

Step- 3: Calculate the penalty of all 0’s from the above-reduced
matrix, after row& column reduction by addition of smallest
element in each row & column of corresponding 0’s. For
example, in row-1 the smallest elements of row and column
of 0 are 3 and O respectively. so we have 3+0=3, In row-4
by calculating penalty by choosing minimum element in that

row and column are 7 and 27 respectively i.e. the penalty, in
that case, is (27+7=34) and similarly, all 0 penalties can be
calculated. Here the maximum penalty is 34, which occurs at
Row -D and column-I (i.e. D, I) to begin branch, there are two
ways for selecting branches.
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1. If D, I=0, then we have chosen the highest penalty 34 that So we cannot move now from I—D, so set it to M. Now we
can be added in the lower bound and it becomes 144+34=178. eliminate row D and column I, so the reduced matrix is shown
in Table-11.

2. If D, I=1, then move from D—I.

Table- 11: Calculating Row Minimum.

4 B c D E F G H J Mi};iorjlvum
A M 4 12 15 3 4 0 12 21 0
B 2 M 6 17 0 1 13 11 0 0
C 12 8 M 28 16 17 0 2 11 0
E 12 10 24 17 M 0 24 32 41 0
F 11 10 24 17 0 M 25 33 42 0
G 0 15 0 32 21 17 M 8 17 0
H 10 11 0 34 22 23 6 M 0 0
1 25 28 38 M 19 20 39 47 1 1
J 19 0 9 43 31 32 15 0 M 0
So, the row minimum will be 1 (0+0+0+0+0+0+0+1+0=1). subtract that element from each row. Hence, the first reduced
cost matrix is generated where each row has exactly one zero
Step-4: Again, find the minimum element in every row and then from Table-11.
Table 12: Calculating Column Minimum.
A B C D E F G H J
A M 4 12 15 3 4 0 12 21
B 2 M 6 17 0 1 13 11 0
C 12 8 M 28 16 17 0 2 11
E 12 10 24 17 M 0 24 32 41
F 11 10 24 17 0 M 25 33 42
G 0 15 0 32 21 17 M 8 17
H 10 11 0 34 22 23 6 M 0
1 24 27 37 M 18 19 38 46 0
J 19 0 9 43 31 32 15 0 M
I\Z‘I’]II‘I‘I‘E‘I’H 0 0 0 15 0 0 0 0 0
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So, column minimum will be 15 (0+0+0+15+0+0+0+0+0=15)
and we get lower bound=144+1+15=160.

April 2024

Step-5: In Table-12 column minimum calculated (Subtract the
minimum element in each column from all the elements of that

column).

Table 13: After Column Reduction.

A B C D E F G H J
M 4 12 0 3 4 0 12 21
2 M 6 2 0 1 13 11 0
12 8 M 13 16 17 0 2 11
12 10 24 2 M 0 24 32 41
11 10 24 2 0 M 25 33 42
0 15 0 17 21 17 M 8 17
10 11 0 19 22 23 6 M 0
24 27 37 M 18 19 38 46 0
19 0 9 28 31 32 15 0 M
Table-14: Penalty of all 0’s.
A B C D E F G H J
M 4 12 (2)0 3 4 (0)0 12 21
2 M 6 2 (0)0 1 13 11 (0)0
12 8 M 13 16 17 2)0 2 11
12 10 24 2 M (3)0 24 32 41
11 10 24 2 (2)0 M 25 33 42
(2)0 15 0)0 17 21 17 M 8 17
10 11 (0)0 19 22 23 6 M (0)0
24 27 37 M 18 19 38 46 (18)0
19 (4)0 9 28 31 32 15 (2)0 M

Here the maximum penalty is 18, which occurs at Row -1 and 2.If 1, J=1, then we can move from [—1J.
column-J (i.e. I, J) to begin branch, there are two ways for

. Here, till now we traversed D—I1 —J, so we cannot move from
selecting branches.

J—D, so set it to M. Now we eliminate row-I and column-J,
1. If I, J=0, then we have chosen the highest penalty 18 that and the reduced matrix is shown in Table-15.

can be added in the lower bound and it becomes 160+18=178.
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Table 15: After deletion of row-I and column- J.

A B C D E F G H
A M 4 12 0 3 4 0 12
B 2 M 6 2 0 1 13 11
C 12 8 M 13 16 17 0 2
E 12 10 24 2 M 0 24 32
F 11 10 24 2 0 M 25 33
G 0 15 0 17 21 17 M 8
H 10 11 0 19 22 23 6 M
J 19 0 9 M 31 32 15 0
From Table-15, zero (0) element occurs in every row and column., the lower bound remains the same i.e.160+0=160.
Table 16: Penalty of all 0’s.
A B C D E F G H
A M 4 12 0(2) 3 4 0(0) 12
B 2 M 6 2 0(1) 1 13 11
C 12 8 M 13 16 17 0(2) 2
E 12 10 24 2 M 0(3) 24 32
F 11 10 24 2 0(2) M 25 33
G 0(2) 15 0(0) 17 21 17 M 8
H 10 11 0(6) 19 22 23 6 M
J 19 0(4) 9 M 31 32 15 0(2)

Here the maximum penalty is 6, which occurs at Row-H and
column-C (i.e. H, C) to begin branch, there are two ways for
selecting branches.

1. If H, C=0, then we have chosen the highest penalty as 6 that
can be added in the lower bound and it becomes 160+6=166.

2. If H, C=1, then can move H—C, but we cannot move from
C—H, so set it to M.

Similarly Proceeding in this manner, we get

Step-6: After deletion of row-H and column-C, every row and
column occurs with a zero (0) element, and the lower bound
is the same i.e.160+0=160. Here the maximum penalty is 10,
which occurs at Row-G and Column-A (i.e. G, A) to begin the
branch. There are two ways for selecting the branches:

1. If G, A=0, then we have chosen the highest penalty as 10 that
can be added in the lower bound and it becomes 160+10=170

2. If G, A=1, then we can move from G—A, but cannot move
from A—G, so set it to M.

Step-7: After deletion of row-G and column-A, zero (0) element
occurs in every row and column. The lower bound remains the
same i.e.160+0=160. Here the maximum penalty is 21, which
occurs at Row-C and Column-G (i.e. C, G) to begin the branch.
There are two ways for selecting branches:

1. If C, G=0, then we have chosen the highest penalty as 21 that
can be added in the lower bound and it becomes 160+21=181.

2. If C, G=1, then we can move from C—G, but cannot move
from G—C, so set it to M.

Step-8: After deletion of row -C and column -G, zero (0)
elements occur in every row and column., the lower bound
remains the same i.e.160+0=160. Here the maximum penalty
is 11, which occurs at Row-J and Column-H (i.e. J, H) to begin
the branch. There are two ways for selecting branches
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1. If J, H=0, then we have chosen the highest penalty as 6 that
can be added in the lower bound and it becomes 160+6=166.

2. If J, H=1, then we can move from J—H.

Here till now we traversed as D—I—J—H—C—G—A4,
So, we cannot move from A—D, so set it
to M. Now, eliminate row-J and column-H.

Step-9: After deletion of row-J and column-H we calculate the
Row Minimum. So, row minimum will be 3 (3 +0+ 0+ 0
= 3). Again, find the minimum element in each row and then
subtract that element from each row. Hence, the first reduced
cost matrix is generated where each row has exactly one zero.
Then we calculated the Column Minimum.

Step-10: After Column Reduction, 3 be the required column
minimum i,e. (1+2+0+0=3). Then, we get the lower bound
=160+ 3 + 3 = 166.

By calculating the penalty of all 0’s, the maximum penalty is 9,
which occurs at Row-A and Column-B (i.e. A, B) to begin the
branch. There are two ways for selecting the branches:

1. If A, B=0, then we have chosen the highest penalty as 9 that
can be added in the lower bound and it becomes 166+9=175.

2. If A, B=1, then we can move from A—B.

Here till now we traversed as D—[—J—H—C—G—A—B.
So, we cannot move from B—D, so set it to M.

Step-11: After deletion of row-A and column-B, we have every
row and column with zero (0) elements, and the lower bound
becomes the same i.e.160+0=160.

By calculation of penalty of all 0’s, the maximum penalty is 1,
which occurs at Row-B and Column-E (i.e. B, E) or Row-E and
Column-F, so we choose row-E and column-F to the beginning
branch. There are two ways for selecting branches:

1. If E, F=0, then we have chosen the highest penalty as 1 that
can be added in the lower bound and it becomes 166+1=167.

2. If E, F=1, then we can move from E—F, but not from E—F,
so set it to M.

Step-12: After deletion of row-E and column-F, we have every
row and column with zero (0) elements, the lower bound same
i.e.160+0=160.

For calculation of Penalty of all 0’s, we can go from
B—E and F—D. So the final pathis: D - 1 — J - H —
C—>G—>A— B —E — F — D and the total distance is:
11+17+16+11+9+14+38+31+1+18=166 Kms.

Figure 2. Distance of 166 Km traversed by the tourist through different tourist points of Berhampur city using branch and

bound (penalty) method.
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4.3 Solution using the nearest neighbor method

As per Table 2, in this section, we have given a solution for the
nearest neighbor approach. The steps solved are shown below:
1. If we start from A, then the path is
A—G=14,G—C=9,C—H=11,H—J=16,J—>B=36,B—FE=31,E
—F=1,F—-D=18,D—I=11,—A4=41

And total distance=188

2. If we start from B, then the path is
B—E=31,E—F=1,F—A4=17,A—G=14,G—>C=9,C—>H=11,H
—J=16,J—-D=59,D—I=11,I—B=59

And total distance=288

3. If we start from C, then the path is

C—G=9,G—A=14, A—E=17,E—F=1 F—»D=18 D—I=11,I—
J=17,J—H=16,H—B=42,B—C=37

And total distance=182

If we start from D, then the path is:
D—I=11,1—-J=17,J—-H=16,H—C=11,C—>G=9,G—A=14,A—
E=17,E—F=1,F—B=31,B—D=48

and total distance = 175

5. If we start from E then the path is
E—F=1,F—-4=17,A—-G=14,G—->C=9,C—H=11,H—J=16,J—
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B=36,B—D=48, D—I=11,I—E=30
And total distance=193

6. If we start from F then the path is
F—E=1,E—>A4=18,A—G=14,G—C=9,C—H=11 H—J=16,J—
B=36,B—D=48, D—I=11,I—-F=31

And total distance=195

7. If we start from G then the path is
G—C=9,C—H=11,H—>J=16,J—B=36,B—E=31,E—F=1,F—
A=17,A—D=29,D—I=11,]—-G=50

And total distance=211

8. If we start from H then the path is
H—C=11,C—->G=9,G—A4=14,A—E=17,E—F=1,F—D=18,D

—I=11,[—-J=17,J—B=36,B—H=42
And total distance=176

9. If we start from I then the path is
I—D=11,D—FE=18,E—F=1,F—A4=17,A—G=14,G—C=9,C—
H=11,H—J=16,J—B=36,B—I=59

And total distance=192

10. If we start from J then the path is
J—oH=16,H—C=11,C—>G=9,G—A=14,A—E=17,E—>F=1F
—D=18,D—I=11,I—-B=59,B—J=36

And total distance=192

In this study, the NN method has calculated a total shortest
distance of 175 Kms for solving this problem with path
D—»I-A—-G—»C—-H—J->B—E—-F-D.

Figure 3. Distance of 175 Km traversed by the tourist through different tourist points of Berhampur city using the nearest

neighbor method.
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Figure 4. Comparison of diagonal method, branch and
bound (penalty method), and nearest neighbor method.
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From Figures 1 to 4, it is observed that branch and bound
(penalty) method shows less distance than 166 Km if a
tourist moves to each tourist place once and return to the
starting point. However, the diagonal method and nearest
neighbor method shows a distance of 188 Km and 175
Km respectively. Therefore, a tourist uses the final path
of D»I-A—-G—»C—-H—J]->B—E—-F-D.

5. CONCLUSION

In this work, we use Branch & Bound (Penalty Method),
Diagonal Completion method and Nearest Neighbour method
to solve a Travelling Salesman Problem. The problem is to find
the shortest route for the tourist in Berhampur city so that the
total distance travelled is minimum. In this work, a case study
is taken where a tourist wants to visit 10 different tourist places
in Berhampur city. The distance in Kms between the 10 places
is considered with different sources and destinations. From this
case study, it is found that the minimum transportation cost
is 166 Km for Branch & Bound (Penalty method) technique.
So, it is clear from the above discussion that Branch & Bound
(Penalty) method gives better results for solving this tourist
travelling problem in Berhampur city. In future, this problem
can be extended by solving it using some more Travelling
Salesman Problem-solving approaches. Also, this can be
further used to solve the tourist travelling problems in other
cities by minimizing the shortest possible routes.
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